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Getting Started 

Get connected: Select the "ubcvisitor" wireless network on your wireless device. Open up a web browser, and you will be directed 

to the login page. 

 

Frequently Asked Questions: 

Q: Where do I check in on the first day?  

Check- in and Package pick up can be done on the fourth floor in room 460 

Q: Where are the sessions?   

All sessions will be in the Leonard S. Klinck Building,  Room 460; 6356 Agricultural Road, UBC 

 

Q: Will the program change?  

Program changes and updates will be announced at each session.  

Q: When should I wear my badge?  

Please wear your name badges at all times on site so that the organizers recognize you as a guest. 

Q: Where can I go for help on site?  

If you need assistance or have a question during the conference, please feel free to talk to one of the organizers  

Q: Where can I get refreshments and meals?  

For snack or quick meals, please view the list of UBC eateries attached at the end of the program or online at http://www.food.ubc.ca/

http://www.food.ubc.ca/
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Program Overview  

     Summer School:                     Workshop:  

Time Monday,  

July 30 

 

Tuesday,   

 July 31 

9:30am Package Pick Up,       

Refreshments & 

Welcome from Organizers 

 

10:00am - 

12:00pm 

Deanna Needell Morning 

Lecture 

Aleksandr Aravkin 

Morning Lecture 

12:00pm  Lunch (Self hosted) 

1:30pm  Coffee / Tea Break 

2:00pm - 

4:00pm  

Deanna Needell 

Afternoon Lecture 

Aleksandr Aravkin 

Afternoon Lecture 

 

 

Titles and Abstracts 

Aleksandr Aravkin, UWashington 

Fast methods for nonsmooth nonconvex problems using variable projection. 

Classic inverse problems are formulated using smooth penalties and regularizations. However, nonsmooth and nonconvex penalties/regularizers have proved to 

be extremely useful in underdetermined and noisy settings. Problems with these features also arise naturally when modeling complex physical and chemical 

phenomena; including PDE-constrained optimization, phase retrieval, and structural resolution of bio-molecular models. 

 

We propose a new technique for solving a broad range of nonsmooth, nonconvex problems. The technique is based on a relaxed reformulation, and can be 

implemented on a range of problems in a simple and scalable way. In particular, we typically need only solve least squares problems, as well as implement 

custom separable operators. We discuss the problem class, reformulation and algorithms, and give numerous examples of very promising numerical results in 

different applications. 

 

 

 

 

Time Wednesday, 

 Aug 1 

 

Thursday,  

Aug 2 

 

Friday,  

Aug 3 

 

8:45am Package pick up for 

new participants 

  

9:00am  Bamdad Hosseini Halyun Jeong Yifan Sun 

9.35am Abbas Mehrabian Mark Iwen Xiaowei Li 

10:10am Aleksandr Aravkin 

(new)  

Coffee Break 

11:00am  Simone 

Brugiapaglia 

Rayan Saab Bruce Shepherd 

11:35am Hassan Mansour Brian Macdonald Mark Schmidt 

12:10pm Lunch (Self hosted) 

2:00pm Max Libbrecht Ewout van den Berg  

2.35pm Navid Ghadermarzy Aaron Berk  

3:10pm Coffee Break 

3:45pm Open problem 

session 

Open problem 

session 
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Aaron Berk, UBC 

When the Lasso breaks: parameter instability regimes for Lasso variants 

Compressed sensing is a technique for simultaneous data acquisition and compression whose implementation is commonly tied to one of three convex l1 

programs: constrained Lasso, unconstrained Lasso and quadratically constrained basis pursuit. Each program gives rise to a one-parameter family of solutions. 

For each, there exists a parameter value bestowing minimax optimal recovery error. Stability of the recovery error with respect to variation about the optimal 

choice of the governing parameter is crucial, as the optimal parameter value is unknown in practice. In this talk we describe two results demonstrating parameter 

regimes for which each constrained l1 program exhibits "parameter instability", and argue for the stability of the unconstrained program in the same regimes. 

 

Ewout van den Berg, IBM 

The Ocean Tensor Package 

Practical applications in data science often require the processing of vast amounts of data using compute-intensive algorithms. In recent years, the use of GPUs 

and other accelerator devices has become widespread in reducing computational time and even in enabling algorithms that would otherwise be prohibitively 

expensive. Software libraries are needed to take full advantage of these advanced compute devices, and in this talk we present the Ocean Tensor Package. 

The package provides a large number of basic operations for multi-dimensional arrays on CPU and GPU devices through a convenient interface. The package is 

designed to facilitate development of new modules, enable extensions to novel device types, as well as to support interoperability with other packages. 

 

Simone Brugiapaglia, SFU 

Less is more but structured is better: The benefits of structured sparsity in data science.  

Sparsity is a fundamental principle that allows to describe complex objects by using a few degrees of freedom, leading to data compression and to reduced 

computational cost. In the last decades, this has led to important innovations in various fields of data science such as inverse problems in imaging, uncertainty 

quantification, statistical modeling, and machine learning. 

The gain due to sparsity can be boosted when combined with additional a priori information regarding the structure of the object of interest. For 

example, sparsity patterns of wavelet coefficients of natural images are structured according to the wavelets subbands; moreover, smooth high-dimensional 

functions have sparse expansions with respect to orthogonal polynomials that are “downward closed” multi-index sets. In this talk, we will discuss the benefits of 

structured sparsity in different contexts of data science such as image processing, compressed sensing, high-dimensional function approximation, uncertainty 

quantification, and machine learning, by illustrating recent research results and presenting some related open problems. 

 

Navid Ghadermarzy, UBC 

Near-optimal sample complexity for convex tensor completion 

We study the problem of estimating a low-rank tensor when we have noisy observations of a subset of its entries. For a rank-r, order-  tensor 

in             the best sampling complexity achieved is  (     ) which can be obtained by a tensor nuclear-norm minimization problem. This 

bound is significantly larger than         the number of free variables in a rank-  tensor. In order to close this gap, we introduce two norms: (i) the "M-

norm", an atomic norm whose atoms are rank-1 sign tensors and (ii) "max-qnorm" which is a generalization of the matrix max-norm to tensors. We prove that 

when         we can achieve optimal sample complexity by constraining either one of two proxies for tensor rank, the convex M-norm or the non-convex 

max-qnorm. Furthermore, we show that these bounds are nearly minimax rate-optimal. This is joint work with Ozgur Yilmaz and Yaniv Plan. 

 

Bamdad Hosseini, Caltech 

Continuum limit of semi-supervised learning and spectral clustering on graphs 

Graphical semi-supervised learning and clustering have attracted a lot of attention recently. Both problems are inherently geometrical and use very similar tools. 

Often, in both problems, a weighted graph is constructed that summarizes the similarities between pairs of points in the dataset. In this talk we use the graph 

Laplacian operator and study its spectral properties. In particular, we study the limit where the number of vertices (i.e., the size of the dataset) becomes large and 

the graph Laplacian converges to a differential operator that shares similar properties with the underlying discrete graph Laplacian. This suggests the definition of 

continuum limit analogues of semi-supervised learning and clustering problems that can be analyzed to gain insight into the discrete problems with large 

datasets.  
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Mark Iwen,MSU 

Sublinear-Time Algorithms for Approximating Functions of Many Variables 

The development of sublinear-time compressive sensing methods for signals which are sparse in Tensorized Bases of Bounded Orthonormal Functions (TBBOFs) 

will be discussed. These new methods are obtained from CoSaMP by replacing its usual support identification procedure with a new faster one inspired by fast 

Sparse Fourier Transform (SFT) techniques. The resulting sublinearized CoSaMP method allows for the rapid approximation of TBBOF-sparse functions of many 

variables which are too hideously high-dimensional to be learned by other means. Both numerics and theoretical recovery guarantees will be presented. 

Coauthors: Bosu Choi (MSU), and Felix Krahmer (TUM). 

 

Halyun Jeong, UBC 

Linear convergence for variants of the randomized Kaczmarz algorithm 

The classical randomized Kaczmarz algorithm is a popular method to solve overdetermined linear systems.  It was shown to converge linearly in expectation 

under some mild condition. Due to the efficiency and simplicity of the algorithm, several variants of it have been proposed to accommodate linear inequality 

constraints, the magnitudes of linear measurements, solution sparsity, among others. Although these constraints are quite different in nature, the linear 

convergence for each variant has been either established or conjectured as well. In this talk, I will present these recent developments in the analysis of Kaczmarz 

algorithms. 

 

Xiaowei Li, UBC 

Concentration for Euclidean Norm of Random Vectors 

We present a Bernstein’s inequality for sum of mean-zero independent sub-exponential random variables with absolutely bounded first absolute moment. We 

use this to prove a tight concentration bound for the Euclidean norm of sub-gaussian random vectors and the concentration of sub-gaussian matrices on 

geometric sets. As an application, we discuss its implications for dimensionality reduction and Johnson-Lindenstrauss transforms. 

 

Maxwell Libbrecht, SFU 

Understanding the human genome through unsupervised machine learning 

Despite having sequenced the human genome over fifteen years ago, much is still unknown about how it functions. With the advent of high-throughput 

genomics technologies, it is now possible to measure properties of the genome across the entire genome in a single experiment, such as measuring where a given 

protein binds to the DNA or what genes are expressed. However, the complexity and massive scale of these data sets--billions of base pairs with thousands of 

measurements each--pose challenges to their analysis. My research focuses on the development of new machine learning methods that address the challenges 

posed by genomics data sets.  

 

I will focus on a method for combining probabilistic models with graph-based methods for semi-supervised learning. Graph-based based methods have been 

successful in solving many types of semi-supervised learning problems by optimizing a graph smoothness criterion. This criterion states that data instances 

nearby in a given graph are likely to have similar properties. A graph smoothness criterion cannot be directly incorporated into a generative unsupervised model 

because it is usually not clear what probabilistic process generated the data instances with respect to the graph, and incorporating the graph directly into a 

factorizable (i.e. time-series) model would break the model's factorizable structure, making exact inference methods like belief propagation intractable. This 

method, called entropic graph-based posterior regularization (EGPR) provides a way to express a graph smoothness criterion in a probabilistic model by defining 

a regularization term on an auxiliary posterior distribution variable. We applied this approach to regulatory genomics data sets from the human genome, leading 

to the discovery of a new type of regulatory domain. 

 

Hassan Mansour, Mitsubishi Electric Research Labs 

Fused-Lasso Optimization and its Application to Radar Sensor Calibration 

We derive an optimization algorithm for the fused-Lasso (L1 + TV) minimization problem. The fused-Lasso penalty was proposed as a generalization of the Lasso 

that is designed for learning classifiers of datasets that exhibit a natural ordering of their features. Our framework leverages tools that have been developed for 
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non-smooth gauge minimization problems, and proposes efficient projectors onto the fused-Lasso penalty. We also present an application of fused-Lasso 

optimization in the context of blind calibration of sensors in distributed radar imaging.  

 

Abbas Mehrabian, McGill 

Density estimation of mixtures of Gaussians and Ising models  

Density estimation lies at the intersection of statistics, theoretical computer science, and machine learning. We review some old and new results on the sample 

complexities (also known as minimax convergence rates) of estimating densities of high-dimensional distributions, in particular mixtures of Gaussians and Ising 

models. Based on joint work with Hassan Ashtiani, Shai Ben-David, Luc Devroye, Nick Harvey, Christopher Liaw, Yaniv Plan, and Tommy Reddad. 

 

Rayan Saab, UCSD 

New and Improved Binary Embeddings of Data (and Quantization for Compressed Sensing with Structured Random Matrices) 

We discuss two related problems that arise in the acquisition and processing of high-dimensional data. First, we consider distance-preserving fast binary 

embeddings. Here we propose fast methods to replace points from a subset of    with points in a lower-dimensional cube {  } , which we endow with an 

appropriate function to approximate Euclidean distances in the original space. Second, we consider a problem in the quantization (i.e., digitization) of 

compressed sensing measurements. Here, we deal with measurements arising from the so-called bounded orthonormal systems and partial circulant ensembles, 

which arise naturally in compressed sensing applications. In both these problems we show state-of-the art error bounds, and to our knowledge, some of 

our results are the first of their kind. This is joint work with Thang Huynh.  

 

Mark Schmidt, UBC 

Is Greedy Coordinate Descent a Terrible Algorithm? 

There has been significant recent work on the theory and application of randomized coordinate descent algorithms, beginning with the work of Nesterov, who 

showed that a random-coordinate selection rule achieves the same convergence rate as the Gauss-Southwell selection rule. This result suggests that we should 

never use the Gauss-Southwell rule, as it is typically much more expensive than random selection. However, the empirical behaviours of these algorithms 

contradict this theoretical result: in applications where the computational costs of the selection rules are comparable, the Gauss-Southwell selection rule tends to 

perform substantially better than random coordinate selection. We give a simple analysis of the Gauss-Southwell rule showing that---except in extreme cases---

it's convergence rate is faster than choosing random coordinates. Further, we (i) show that exact coordinate optimization improves the convergence rate for 

certain sparse problems, (ii) propose a Gauss-Southwell-Lipschitz rule that gives an even faster convergence rate given knowledge of the Lipschitz constants of 

the partial derivatives, and (iii) analyze proximal-gradient variants of the Gauss-Southwell rule. 

 

Bruce Shepherd, UBC 

 Designing a network without knowing your traffic 

We discuss some of the issues face by network planners when traffic is unknown and/or constantly changing. In data networks there are two popular `oblivious 

routing' templates: shortest path and VPN routing. For a given network we explore the question:  which of these two is preferable? 

 

Yifan Sun, UBC 

Atomic pursuit: A gauge perspective 

We investigate the problem of regularizing for atomic sparsity, popularized in compressed sensing and machine learning. It is well known that the conditional 

gradient method and Kelley's cutting plane method are equivalent under Lagrange duality, for this restricted class of problems. We extend these results to gauge 

duality, as well as illustrate close links with other greedy methods like Gauss-Southwell coordinate descent, and submodular optimization. Geometrically, these 

methods can be seen as producing a sequence of inscribing polytopes of the atomic norm ball. We show that these methods lead to efficient and scalable 

semidefinite optimization methods with low-rank solutions, producing a fast, scalable, SDP solver for phase retrieval and graph problems.  


